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SECTION – A 
 

I  Answer any SIX of the following:     6x 3= 18 

 

1. State and prove a memoryless property of exponential distribution.  

2. For a random variable X with the following probability density function, find the mean and 

variance. 

     𝑓(𝑥) =
𝑥

𝛼2
𝑒

−
𝑥2

2𝛼2

 

,        𝛼 > 0, 𝑥 > 0.        

3. For any two random variables X and Y, prove that 𝐸𝐸(𝑋|𝑌)) = 𝐸(𝑋). 

4. Define multinomial distribution. Give an example. 

5. For a vector random variable 𝑌 with 𝐸(𝑌) = 𝜇, 𝑉(𝑌) = 𝛴 and square matrix A, show that 

𝐸(𝑌𝑇𝐴𝑌) = 𝑡𝑟𝑎𝑐𝑒(𝐴𝛴) + 𝜇𝑇𝐴𝜇.  

6. State the pdf of the non-central F distribution. Mention its mean and variance.    

7. Define order statistic and obtain the distribution function of first-order statistic.  

8. If 𝑋1, … , 𝑋𝑛  be independent random variables from a distribution with pdf  

𝑓(𝑥) = 𝛼
𝑘𝛼

𝑥𝛼+1
 , 𝑥 ≥ 𝑘, 𝑘 > 0 𝛼 > 0. 

Find the distribution of  𝑋(1) = 𝑚𝑖𝑛 ( 𝑋1, … , 𝑋𝑛). 

 

SECTION – B 

 

II Answer any FOUR of the following:         4 x 13 = 52 

 

9. A)  If 𝑋 follows exponential with rate 𝜆, show that Y=[𝑋] follows geometric distribution 

      with parameter 1 − 𝑒−𝜆.       .        

B) Define negative binomial distribution. Find its mean and variance   
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C) Define standard normal distribution. For a standard normal distribution 𝑍 show that 

      𝐸(𝑍𝑛+1) = 𝑛𝐸(𝑍𝑛−1), 𝑛 is a non-negative integer, and hence show that all odd  

     ordered moments are zero.              (3+5+5) 

 

10. A) Define Weibull distribution. Find the distribution function and quantile function of  

     Weibull distribution.           

B) Find the mean and variance of the truncated Poisson distribution (truncated at zero) 

C) Explain how to find the probability distribution of the range.           (5+4+4)  

 

11. A) Define multivariate normal random variable. Find the MGF of the same.     

B) Let X and Y are two random variables with following joint probability density  

     function (pdf)       

     𝑓(𝑥, 𝑦) = {
1 + 𝑥𝑦

4
,   0 < 𝑥 < 1,   0 < 𝑦 < 1

0                       𝑜𝑡ℎ𝑒𝑟𝑖𝑤𝑠𝑒 

   

                 Find E (Y|X=0.5)         (8+5)  

 

 

12. A) If X and Y are independently distributed as gamma with parameters (𝛼, 𝜃) and  

          (𝛽, 𝜃) respectively. Find the probability distribution of 𝑈 =
𝑋

X+Y
 and  𝑉 = X + Y.  

          Check whether U and V are independent.       

B)  If 𝑋 follows t distribution with n degrees of freedom, find the probability distribution of 

     𝑋2.            (8+5)  

      

13. A) Define non-central chi-square distribution and obtain its MGF.    

B) If 𝑌~𝑁𝑝(𝜇, 𝛴) show that (𝑌 − 𝜇)𝑇𝛴−1(𝑌 − 𝜇) ~𝜒2(𝑝).    (7+6)  

 

14. A) Let 𝑋1, … , 𝑋𝑛 be a random sample from a continuous distribution. Derive the 

     probability density function of rth order statistic.       

B) If 𝑋1, … , 𝑋𝑛  be a random sample from U (0, 1), find the probability distribution of   

     rth order statistic.           

C) If 𝑋1, … , 𝑋𝑛 are iid random variables from a pdf 𝑓(𝑥),  derive the joint probability density  

     function of rth and sth order statistics  𝑌𝑟 and 𝑌𝑠 ,where 1 ≤ 𝑟 < 𝑠 ≤ 𝑛.             (5+2+6)  

 

 


