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This question paper has 1 printed page and 2 parts.
Part - A
| Answer any 5 of the following {5x 3 =15]
1. What Is the deterministic part of a regression equation? Explain with an example.

2. In a regression model with 2 explanatory variables, X and Z, how is the interpretation
of the coefficient on X different from a model with only X as the explanatory variable?

3. What is the difference between an estimator and an estimate? Explain in the context
of simple regression model given underlying poputation regression linc g, | B X;

4 R2 = Explanatory Sum of Squares (ESS)
’ Total Sum of Squares
and above R?

(TSS). Explain the need for Adjusted-R? over

5. For a regression model with one explanatory variable, a model gives an R2 6f 0.9.
The scatter of points should lie close to the estimated regression line. Can we
indicate with the given R2 if the line has positive or negative slope? Explain.

6. Use an example to describe a joint or a compound test? Why doesn’t a “t-test”
suffice?

Part-B
il. Answer any 1 of the following _ [1x 15 = 18]

1. What does it mean if an estimator is unbiased? In a simple linear equation with one

explanatory variable: Y = 8, + f; X + u show that the OLS estimator

1 e P
B, = 2—*2“—(”‘(_{’3-{;{_)’51_2_1_) s unbiased?
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2. Derive the OLS estimator of the model without any intercept term (Y =8,X + u).
Show the function you would minimize and the subsequent steps.



