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PART A 
 
   

Answer All the Questions 
  

5 X 2 =10 
  

1 Define perceptron.  
2 Explain about leaky relu.  
3 Write down the types of tokenizers in word embedding.  
4 Define stemming in text processing.  
5 Define Bayesian Networks.  

   
 

PART B 
 
   

Answer any FIVE questions 5 X 4 =20 

6 Discuss about the types of pattern recognition techniques and its importance.  
7 Differentiate batch learning and stochastic learning.  
8 Calculate fitness value using genetic algorithm for the function f(x)= x2 with x in interval 

[0,31].   
9 Write down the steps to create word2vec.  

10 Explain stochastic process in markov model.  
11 Differentiate relu and leaky relu.  
12 Explain about markov chain.  

  

 
 

PART C 
   

Answer Any TWO questions 
  

2 X 10 =20 
  

13 Maximize the function using genetic algorithm f(x)=x3 with x in interval [0,31].  

14 Explain about language modelling and Handling out-of-vocabulary words in markov 
model.  
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15 Group the below data into two using k means clustering algorithm. 

 

 


