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This question paper contains two printed pages and two parts. 
Scientific Calculators are allowed.

Part A
Answer any Six questions                                                           		(3*6=18)

1. Define Pitman family with example.
2. Show that  is an unbiased estimator of  when the sample is drawn from .
3. Define completeness. Check whether  is a complete sufficient statistic for Bernoulli with parameter  or not?
4. State Neyman factorization theorem.
5. Obtain fisher information function for Cauchy distribution with location parameter .
6. State Basu’s theorem.
7. Explain when do you say an estimator is most efficient?
8. Discuss computation of M L estimator by method of scores.

Part B

Answer any Four questions                                                         (13*4= 52)

9. a) Define single parameter exponential family. Check whether Negative Binomial distribution with parameter  belongs to single parameter exponential family.
 
b) Describe consistency with its sufficient conditions. Show that sample mean is a consistent estimator of population mean when sample is drawn from Poisson distribution with parameter λ also find whether  is consistent.   
                                                                                                                         (6+7)

10. a) Define minimal sufficient statistic. Show that minimal sufficient statistic for   
    when the sample is from Normal with parameters and          
            b) Find Minimal sufficient statistic in k parameter exponential family.              (8+5)


      11. a) State and prove Cramer- Rao inequality.                                     
            b) Define minimum variance bound estimator. Obtain lower bound for binomial 
                distribution and give your comment.                                                                 (7+6)

      12. a) Obtain Fisher Information matrix for multinomial distribution.
           b) State and prove Rao-Blackwell Theorem.                                                          (6+7)

     13. a) State and prove Lehmann- Scheffe theorem.
           b) Define UMVUE. Construct UMVUE for p(1-p) and p2 when the sample is drawn from 
                  distribution.                                                                                                      (4+9)

     14. a) Describe method of moments. Estimate α and β for the following pdf given by
                     by the method of moments.
              b) Explain minimum chi-square estimation procedure.                                          (8+5)
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